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Abstract. During the last decade many efforts for music information retrieval
have been made utilizing Computational Intelligence methods. Here, we exam-
ine the information capacity of the Dodecaphonic Trace Vector for composer
classification and identification. To this end, we utilize Probabilistic Neural Net-
works for the construction of a “similarity matrix” of different composers and
analyze the Dodecaphonic Trace Vector’s ability to identify a composer through
trained Feedforward Neural Networks. The training procedure is based on clas-
sical gradient-based methods as well as on the Differential Evolution algorithm.
An experimental analysis on the pieces of seven classical composers is presented
to gain insight about the most important strengths and weaknesses of the afore-
mentioned approach.

1 Introduction

The common approach to tackle the composer identification and classification problem
is through music theory and involves symbolic or score element analysis, which is done
by musicians or musicologists, such as musical motif recognition, note durations and
musical interval analysis. The main domain in computer music data extraction is based
on statistical refinement through the wave forms of musical pieces [1]. In the literature,
significant results have been demonstrated for musical genre recognition [2,3], key sig-
nature [4,5], chord identification [5,6] and composer identification [7] among others.
A vital question would be: which symbolic features of a musical score embody the
required information for computer based composer identification?

Data extraction through score analysis has been proven to be useful for chordal
analysis [8], epoch classification of musical pieces [9] as well as composer identifi-
cation [1,10,11] among others.

In the paper at hand, we study the information capacity of a simple and compact
score-based data extraction technique, the Dodecaphonic Trace Vector (DTV), for the
Musical Composer Identification task (MCI). The DTV roughly represents densities
of degrees in a diatonic major scale in a musical piece and is analogous to the Pitch
Chroma Profile proposed in [6]. To this end, based on the DTV we examine the com-
poser identification task, by firstly discovering similarities between composers through
supervised classifiers, namely the Probabilistic Neural Networks, and secondly inves-
tigating the DTV representation identification capabilities through Feedforward Neural
Networks.
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The rest of the paper is organized as follows. In Section 2, the dataset acquisition
and the tools that have been applied to extract certain symbolic features of a score
are described. In Section 3, we briefly demonstrate the probabilistic and feedforward
neural networks, while Section 4 is devoted to the presentation of the methodology and
the produced experimental results. The paper ends with concluding remarks and some
pointers for future work.

2 Data Set and Data Extraction

This section is devoted to describe the methods and techniques utilized for data acqui-
sition and refinement to capture the desired information from musical pieces.

To this end, we have collected a dataset consisting of 350 musical pieces, composed
by seven classical music composers. Specifically, musical pieces of the composers
Bach, Beethoven, Brahms, Chopin, Handel, Haydn and Mozart, have been collected in
MIDI format from [12]. Fifty musical works have been collected from each composer.
To comply with constrains regarding composition styles for different musical instru-
ments, an effort has been made so that most of the works collected by each composer
were already transcribed for piano and correspond to an almost uniform collection of
musical forms. Furthermore, in order to formulate a scale-tolerant collection, an almost
equal number of major scale and minor scale pieces have been included.

To process each work, a conversion to a more understandable file format had to be
made. Hence, we have incorporated the MSQ tool to transform the MIDI file format to a
simple text file format [13]. MSQ converts each note to a text symbol preserving infor-
mation about duration, time onset, pitch and velocity. Through the above encoding each
Pitch Height can be described using an integer, but the information on the identity of
unison notes is not maintained, which has been named enharmonic equivalence [5,14],
e.g. whether a number corresponds to C� or D�.

Here, we investigate whether a compact information index such as the Dodecaphonic
Trace Vector, which is briefly described in the following paragraph, may incorporate
sufficient information from a musical piece, to tackle the MCI task.

Dodecaphonic Trace Vector. A musical piece is like a journey, it begins and ends
following a certain path. This path could be based on notes of either a certain scale
(tonal music), or more than one scales, depending on the form of each piece and its
composer’s personal style. A collection of traces of this path can be created with the
Dodecaphonic Trace Vector described below.

We consider a 12-dimensional vector, the Chroma Profile [15] vector of a musical
piece denoted by CP = (CP (1),CP (2), . . . ,CP (12)), the elements of which can be
defined by the following equation:

CP
(
n mod (12) + 1

)
=

∑
n mod (12)∈M

1,

where n denotes a note in the musical piece M . This equation simply states that the first
element, CP (1), is the summation of all the notes n that satisfy the equation n mod
(12) ≡ 0, which has been characterized as octave equivalence [14]. In our example
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CP (1) is the summation of all Cs, while CP (2) is the summation of all C� or D� in
any octave.

The norm of the CP vector of a musical piece depends on its length. A very short
piece is expected to have less notes than a very long one, under similar circumstances,
i.e. both being in the same tempo and composed by the same composer. To extract useful
data concerning the composer out of the CP vector, regardless the length of the piece,
a normalization has to be done. The normalized vector N = (N (1),N (2), . . . ,N (12))
can be defined by the following equation:

N (i) =
CP (i)

max
1�j�12

CP (j)
, for i ∈ {1, 2, . . . , 12}.

Finally, to follow the traces of the melodies and the harmony (chord changes) of a
composer, the utilized methods should be key tolerant, in a sense that the key of the
composed piece is not essential. What is considered to be important information, is the
way that a composer manipulates the degrees of the major or minor scale in his/hers
compositions and the deriving expansions occurring on scale changes through out the
piece. A procedure to capture that information of a collection of musical pieces is, first,
to transpose all these pieces in the key of C major and then to calculate their normalized
N vector. Additionally, the minor scale pieces were transposed in the key of A minor.
Thus, the Dodecaphonic Trace Vector is defined by the normalized vectors of musical
pieces transposed to the key of C major or A minor.

3 Classification Methods Tested

Our methodology is based on two simple steps and provides insights on the uniqueness
of the DTV in the compositions of each composer. Firstly, a classification is initiated
for the construction of a similarity matrix between the composers using a Probabilistic
Neural Network and secondly, a Feedforward Neural Network is utilized to identity
each composer from another. It has to be noted that the experimental results should be
discussed with musical experts to further verify the uniqueness of the DTV for each
composer.

For completeness purposes let us briefly describe the classification methods used for
the composer identification task.

Probabilistic Neural Networks. Probabilistic Neural Networks (PNNs) introduced by
Sprecht in 1990 [16] as a new neural network structure. PNNs are utilized to classify
objects in a predetermined number of classes. PNNs are based on kernel discriminant
analysis and incorporate the Bayes decision rule and a non-parametric density func-
tion [17]. A PNN’s structure consists of four layers, the input, the pattern, the summa-
tion and the output layer [16,18]. To this end, a pattern vector, x ∈ R

p is applied to
the p input neurons and propagates to the pattern layer. The pattern layer is fully in-
terconnected with the input layer, organized in K groups, where K is the number of
classes present in the data set. Each group of neurons in the pattern layer consists of
Nk neurons, where Nk is the number of training vectors that belongs to class k where
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k = 1, 2, . . . , K . Hence, the i-th neuron in the k-th group of the pattern layer calculates
its output utilizing a Gaussian kernel function defined by the following equation:

fik(X) =
1

(2π)p/2|Σk|1/2
exp

(
−1

2
(X − Xik)�Σ−1

k (X − Xik)
)

,

where Xik ∈ R
p defines the center of the kernel and Σk is the matrix of smoothing

parameters of the kernel function. Furthermore, the summation layer consists of K
neurons and estimates the conditional probabilities of each class by,

Gk(X) =
Nk∑
i=1

πkfik(X), k ∈ {1, 2, . . . , K},

where πk is the prior probability of each class k (
∑K

k=1 πk = 1). Thus, a new pat-
tern vector X , not included in the training set, is classified to the class which produces
the maximum output of its summation neurons. It has to be noted here that PNN’s
classification ability is strongly affected by the value of the smoothing parameter, σ,
that, roughly speaking, determines the range of each class and consequently its perfor-
mance [16,19]. Probabilistic Neural Networks have been recently utilized in musical
applications [3].

Feedforward Neural Networks. Although, many different models of Artificial Neural
Network have been proposed, the Feedforward Neural Networks (FNNs) are the most
common and widely used. FNNs have been successfully utilized to tackle difficult real-
world problems [20,21,22,23]. For completeness purposes let us briefly describe their
structure and their supervised training methodology.

A Feedforward Neural Network consists of simple processing units called neurons,
which are arranged in layers, the input, the hidden layers and the output layer. The
neurons between successive layers are fully interconnected, and each interconnection
corresponds to a weight. The training process is an incremental adaptation of the con-
nection weights which acquires the knowledge of the problem at hand and stores it to
the network’s weights. More specifically, consider a FNN, net, whose l-th layer con-
tains Nl neurons, where l = 1, 2, . . . , M . When a pattern appears in its input layer
the signal deriving by the multiplication of the input and the weights of the first layer
neurons is summed and passed through a nonlinear activation function such as the well
known logistic function f(x) = (1 + e−x)−1. Those signals are then propagated to
the next layer of neurons, l, multiplied by the weights of the next neuron layer, and the
procedure continues until the signal reaches the output layer. Hence, the j-th layer, can
be described by netlj =

∑Nl−1
i=1 wl−1,l

ij yl−1
i , where wl−1,l

ij is the weight from the i-th
neuron at the (l − 1) layer to the j-th neuron of the l-th layer, while yl

j = f(netlj) is
the activation function of the j-th neuron in the l-th layer. The training procedure can
be accomplished by minimizing the error function E(w) which can be defined by the
sum of the squared differences between the actual output of the FNN, denoted by yM

j,p,
and the desired output, denoted by dj,p, relative to the appeared input,

E(w) =
1
2

P∑
p=1

NM∑
j=1

(
yM

j,p − dj,p

)2
=

P∑
p=1

Ep(w),
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where w ∈ R
n is the vector of the network weights and P represents the number of

patterns used in the training data set.
Traditional methods for minimizing the above error function require the estimation

of the partial derivatives of the error function with respect to each weight. These are
called gradient-based descent methods and information concerning the gradient are es-
timated by back propagating the error from the output to the first layer neurons using
the delta rule, a procedure thoroughly described in [20,24]. Furthermore, novel meth-
ods proposing stochastic evolution of the weight vector do not require the computation
of the gradient of the error function [21,22,25]. These methods are beneficial against
gradient-based methods not only in terms of computational cost but also their global
optimization characteristics enhance the training procedure which is less likely to be
trapped in local minima [21,22,23].

Here we incorporate, both classical and stochastic training methodologies to en-
hance the training procedure. Hence, we have used three well–known and widely used
classical methods, namely the Levenberg-Marquardt (LM) [26,27], the Resilient Back-
propagation (Rprop) [28], and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) [29],
as well as, we have used an evolutionary approach, namely the Differential Evolution
method [25]. Due to space limitations, we are not in a position to briefly describe here
the above methods. The interested reader is referred to [25,26,27,28,29].

4 Methodology and Experimental Results

This section demonstrates the experimental results and the experimental procedure uti-
lized to tackle the Musical Composer Identification task. Hence, based on the DTV, the
first step of our methodology is to calculate the similarity of the composers through
the utilization of Probabilistic Neural Networks. To this end, we construct a similarity
matrix for all musical composers. The construction of the similarity matrix is based on
a simple method. To the best of our knowledge, this method is utilized for the first time
and it is described below.

The set of the seven composers that we have collected, allows the construction of a
square matrix with seven rows and seven columns. Each row and column represents one
composer. Each entry of the matrix would be wished to produce an indication about the
similarity between the composers corresponding to the respective row and column in
dependence to the similarity along the rest of the composers. It has to be noted here that
the diagonal elements of the aforementioned matrix, represents the similarity between
a composer with himself, and would have no entry to be computed. A final and notable
comment is that a consistent similarity matrix of this form should be symmetric.

We will demonstrate the PNNs role in the similarity matrix through a simple test
case example. Let us consider that we want to construct the entries of the first column,
which are related to Bach1. We utilize a PNN with six classes, one for each composer
except Bach, and we train it by incorporating all pieces from the six composers, i.e.
fifty pieces at the current data set. Afterwards, the fifty pieces of Bach are given to the
PNN for classification. Thus, the utilized network will classify them to the classes of

1 Since the first column is related to Bach, then the first row is related also to Bach.
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the other six composers. In this way it can be assumed that the more pieces classified to
a composer’s class, the more similar his composition style is related to Bach’s.

The construction of the first column of the similarity matrix is completed if we assign
no value to the first row (representing the similarity between Bach and himself) and
normalize the classified cases to probabilities per column by dividing every element of
the first column by the total of the pieces classified (50). We observe that the sum of the
column elements is one. To this end, Table 1 exhibits the similarity matrix obtained by
the described procedure. The PNNs have been implemented in MATLAB c© platform
with σ = 0.1.

Table 1. Musical Composers Similarity Matrix through Probabilistic Neural Networks

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach — 0.08 0.14 0.08 0.36 0.08 0.06
Beethoven 0.12 — 0.26 0.22 0.02 0.20 0.34
Brahms 0.16 0.10 — 0.30 0.06 0.08 0.08
Chopin 0.00 0.18 0.36 — 0.04 0.12 0.08
Handel 0.30 0.00 0.04 0.08 — 0.18 0.26
Haydn 0.26 0.22 0.08 0.26 0.22 — 0.18
Mozart 0.16 0.42 0.12 0.06 0.30 0.34 —

One can observe that the sum of the entries of each row is not one as well as the
matrix is not symmetric. For example, it can been seen that 26% of the pieces composed
by Bach were more similar to the composing traces of Haydn, while only 8% of Haydn’s
pieces fitted best Bach’s composing traces. The asymmetric property of the Table 1 is
discussed in the final section.

Other notable results have also been given through another classification task. For
each composer we have constructed two sets, (a) the set of training pieces and (b) the
set of test pieces. The former set consists of 35 and the latter of 15 pieces out of the 50 of
each composer. We have used the 35 training pieces of all seven composers to create a
PNN with seven classes. The remaining 15 pieces of a composer have been presented to
the PNN and the percentage of the pieces classified to each of the seven composer, has
been recorded in the composer’s related column. The results shown in Table 2 are the
average results of 100 classification tasks as described, each task has been accomplished
with different, randomly selected, training and test sets. For example, in the first column
we can see the percentage of the pieces of Bach classified to each composer, including
Bach.

It should be commented here that the fact that the diagonal elements are greater than
any other element in the respective row or column (with an exception made to the sixth
diagonal element), provides evidence for the compositional information capacity of the
Dodecaphonic Trace Vector. Furthermore, it has to be noted that the uniformly selected
musical forms of the pieces of each composer is reflected by the high values of some
non-diagonal elements compared to their corresponding diagonal element values.

FNN Identification Success Table. Each element of the Identification Success Ta-
ble (IST) (Tables 3–6) shows the mean value of the successful composer identification
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Table 2. PNN Verification Table

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach 64.6% 6.1% 4.5% 6.6% 14.3% 6.4% 5.5%
Beethoven 3.4% 33.3% 13.9% 11.1% 0.5% 13.6% 10.1%
Brahms 1.4% 4.7% 39.1% 15.0% 0.7% 5.0% 3.5%
Chopin 0.2% 12.4% 20.2% 53.0% 2.0% 5.6% 2.0%
Handel 13.4% 0.5% 4.7% 1.7% 66.1% 18.8% 10.6%
Haydn 6.1% 12.4% 6.5% 8.8% 6.6% 24.3% 11.6%
Mozart 10.9% 30.6% 11.1% 3.8% 9.8% 26.3% 56.7%

efforts of a FNN to distinguish whether a piece belongs to the composer of the respec-
tive row or column.

These are the mean values computed over 50 different training-testing identification
tasks for each pair of composers. During each of the 50 identification tasks between two
composers, of row A and column B, the network has been trained to respond 1 to the
35 training pattern of pieces composed by A and 0 to the 35 training pattern of pieces
composed by B.

To test the network’s performance we have used the 15 remaining pieces of A, for
which we know the network should respond a value near 1 (desired output), and the 15
remaining pieces of B, for which the network should respond a value near 0 (desired
output). When an unknown piece (a piece that does not belong to the training set) has
been presented to the network, the network’s response, x, has been considered as 1, if
x > 0.5 and 0 in any other case.

The success rate of an identification task has been estimated as the percentage of the
desired network outputs over all 30 test pieces, which is the sum of the right network
responses divided by 30. For each one of the 50 identification tasks a different set of 35
training pieces for each composer has been used, which it also holds for the 15 pieces
of each composer that have been used for testing. Moreover, a 5-fold cross-validation
methodology has also been conducted with similar results.

The presented values on the IST correspond to the mean success value of the 50 iden-
tification tasks for each composer pair. A final comment about the training procedure
would be that the sequence of the presented training patterns was randomized so that
their targets would not include more than four continuously presented patterns targeted
with 1.

Experimental results for the trained FNNs. In Tables 3–6, we exhibit the IST for
FNNs that have been trained using the LM, Rprop and BFGS methods, respectively,
as well as, with the Differential Evolution algorithm [25]. These results have been pro-
duced by the FNNs of the Neural Networks Toolbox of MATLAB [31] using the de-
fault toolbox parameters. Additionally, for the Differential Evolution algorithm we have
utilized a population of twenty potential solutions and have evolved them for 500 gen-
erations with the DE/best/1/bin strategy by incorporating the default parameters for its
control parameters i.e. F = 0.5, and CR = 0.9 [25].
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Table 3. Identification Success Table for FNN trained with the LM method

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach — 81.20% 76.40% 87.00% 67.13% 69.33% 82.20%
Beethoven 83.13% — 66.46% 63.86% 84.06% 65.00% 69.80%
Brahms 75.80% 66.40% — 54.06% 84.13% 76.20% 78.00%
Chopin 85.46% 64.86% 55.33% — 85.73% 77.86% 77.00%
Handel 69.80% 84.53% 84.93% 85.33% — 70.86% 78.06%
Haydn 71.40% 62.33% 76.73% 74.80% 69.13% — 55.80%
Mozart 82.33% 71.06% 80.00% 79.06% 80.06% 53.60% —

Table 4. Identification Success Table for FNN trained with the Rprop method

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach — 82.86% 78.20% 85.00% 68.46% 72.06% 83.20%
Beethoven 83.13% — 70.00% 65.20% 85.40% 65.60% 71.06%
Brahms 79.86% 66.60% — 52.73% 85.46% 79.26% 80.60%
Chopin 87.06% 65.00% 54.93% — 87.40% 76.80% 78.66%
Handel 69.13% 86.60% 86.06% 88.73% — 71.60% 78.40%
Haydn 72.20% 65.67% 77.67% 76.33% 72.20% — 55.06%
Mozart 83.53% 73.00% 80.06% 77.86% 80.60% 53.93% —

Table 5. Identification Success Table for FNN trained with the BFGS method

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach — 83.46% 79.26% 87.33% 67.60% 72.46% 82.73%
Beethoven 84.00% — 66.20% 66.06% 86.86% 64.26% 72.40%
Brahms 77.46% 68.33% — 53.66% 85.13% 78.86% 77.33%
Chopin 86.40% 66.53% 55.13% — 88.53% 74.93% 79.26%
Handel 65.33% 85.60% 85.86% 88.86% — 70.53% 79.53%
Haydn 70.13% 63.66% 78.80% 75.33% 67.13% — 53.86%
Mozart 81.53% 72.46% 79.06% 78.53% 78.33% 54.60% —

Table 6. Identification Success Table for FNN trained with DE/best/1/bin

Bach Beethoven Brahms Chopin Handel Haydn Mozart

Bach — 82.20% 75.13% 83.53% 69.00% 71.80% 81.80%
Beethoven 80.80% — 62.60% 66.20% 80.86% 66.40% 69.80%
Brahms 75.86% 68.33% — 50.06% 82.53% 79.40% 77.00%
Chopin 83.80% 64.66% 47.46% — 84.53% 76.86% 78.73%
Handel 69.66% 86.46% 79.60% 86.40% — 70.53% 80.93%
Haydn 72.80% 66.66% 77.93% 75.73% 72.00% — 51.40%
Mozart 82.60% 71.80% 78.00% 75.26% 79.53% 52.26% —
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5 Discussion and Concluding Remarks

Through this work, evidence has been provided that the Dodecaphonic Trace Vector
and, consequently, the Chroma Profile vector contain considerable capacity of infor-
mation for the individuality of a composer. Moreover, experts with sufficient musical
background need to amplify the findings of the work at hand and aid the musical anal-
ysis by educing related information.

The PNN similarity matrix in Table 1, as well as the IST table of the FNNs imply
that as long as the similarity between two composers increases, the identification ef-
fectiveness between those two decreases. The latter comment is a sensible assumption,
though we can see some exceptions, for example in Table 1 we can see that the sim-
ilarity between Mozart and Handel is greater than the similarity between Mozart and
Haydn, though in Table 3 the identification task is more precise for the first couple.

Future work would incorporate further analysis of the lack of symmetry of Table 1
and inquiry on the perspective for information extraction out of it. These pieces of
information, combined with historical facts, could lead to an influence diagram between
the composers that provides or validates the evidence on the existence of composers of
fundamental influence.

More accurate results could be reached by refining further the musical structure
through the symbolic analysis of musical scores using more sophisticated representa-
tion of musical items, or by incorporating pitch transitions and pitch durations. It is also
intended to compare the DTV efficiency against other approaches. Moreover, instead of
the PNN used here, any other supervised clustering tool, such as Support Vector Ma-
chines [32], could be used for the construction of the similarity matrix. The same holds
for the identification success table. Finally, it is evident that a widely acceptable musi-
cal database should be created, in order to analyze and compare musical data extraction
approaches.
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